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Parallel Dataflow Graph Algorithms

From 3000ft

- Every vertex needs to be processed once
- Two vertices can not process simultaneously
- A total order on the vertices
- After processing, vertices unlocks their neighbors

Applications

- Independent Set
- Graph Coloring
- Matching problems

Why care?

- Inherently distributed
  - Only use local information
- They implement well in a Gather-Apply-Scatter model
- Even in shared memory, they may perform better than other approaches
  - Often have optimal complexity
  - Ordering but not locking
  - Optimistic alternative double cost
Dataflow coloring can be faster than Optimistic in Shared Memory.

Works on small machines. Impact seems to decrease with core count. There is an other limiting factor.
Maximum Independent Set in Dataflow

### MIS Dataflow Algorithm

- Each vertex $v$ picks unique random number $r(v)$ uniformly in $[0; 1)$
- $v$ sends $r(v)$ to each of its neighbors $u$
- $v$ notes which neighbors $u$ have the property $r(u) > r(v)$
- $v$ marks its own state as unknown
- $v$ awaits a message from each of its neighbors $u$ if $r(u) < r(v)$
- If the state of $u$ is marked, the state of $v$ is changed to unmarked
- After receiving messages from all neighbors $u$, if the state of $v$ is unknown, the state of $v$ is changed to marked
- $v$ sends its state to all neighbors $u$, such that $r(u) > r(v)$
- All vertices in the marked state are a maximal independent set
Partial Orders in Dataflow Algorithms

Partial Orders

- Processing order of vertices is generated randomly
- Once the order is picked the vertices are processed from low to high in each neighborhood
- Execution time of algorithm depends on length of critical path
- Cost to determine other desirable properties is too high

Figure 1: Lucky Draw

Figure 2: Unlucky Draw
Critical Path

The length of the critical path is the longest weighted path in the graph. Since the weight of each vertex can be assigned differently depending on the model, the weight function is non-trivial.

Objective

We want to minimize the length of the critical path. That is our criteria for evaluating effectiveness of the partial order generated by the algorithm.

The Special Case of $w(v) = \delta(v)$

We use $w(v) = \delta(v)$, so the complexity of each algorithm for a given vertex is assumed to be $O(n(v))$, which is common to many dataflow algorithms.

The Special Case of $w(v) = 1$

Easier to address and model algorithms where the communication latency dominates the calculation.
Dataflow Algorithms and the Interval Coloring Problem

Gallai–Hasse–Roy–Vitaver Theorem

Finding a partial order that minimizes the critical path is equivalent to constructing a coloring that minimizes the number of colors used.

- Longest chain is the same as classical coloring
- Longest weighted chain is the same as coloring vertices with intervals

The true problem

Select an order on the graph, that implies a dependency graph that minimizes the length of the (weighted) longest path.

Ideally that orientation selection is cheaper than executing the graph. So ideally, a distributed algorithm that is $O(1)$ on each vertex.

So really, this is a distributed graph coloring problem.
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Deriving Better Partial Orders for Distributed Graph Algorithms

**Uniform [0; 1)**
- Existing method of random number generation in dataflow algorithms

**Linear [0; \(\delta(v)\))**
- \(v\) is guaranteed to be after all vertices \(u\), such that \(\delta(u) = \delta(v) - 1\) with probability \(\frac{1}{\delta(v)}\)
- Good approximation of Largest Degree First with vertices of dramatic difference in degrees
- Poor approximation when \(\Delta(G)\) is large and \(G\) has many vertices of large degrees

**Exponential [0; \(2^{\delta(v)}\))**
- \(v\) is guaranteed to be after all vertices \(u\), such that \(\delta(u) = \delta(v) - 1\) with probability \(>\frac{1}{2}\)
- Better approximation of Largest Degree First

- The communication and computational cost is the same for each algorithm.
- We are still sampling uniformly in those intervals despite the naming convention.
Construction of RMAT Graphs

- $2^n$ nodes
- Recursively split square matrix into 4 quadrants: $a, b, c, d$
- Each quadrant has an associated probability that a given edge will fall into that quadrant: $a + b + c + d = 1$
- Edges are generated one at a time and placed in a quadrant recursively following those probabilities until the edge is placed in a $1 \times 1$ submatrix.
- $ef \times 2^n$ edges
Methodology

- Sampled RMAT parameter space with constant ef
- Computed critical path length for each algorithm
- Calculated 95% confidence intervals
- Computed pairwise ratios of critical paths
- Conducted Z-Test to validate statistical significance

Results

- Exponential path < Linear path < Uniform path
- Exponential was never worse than Uniform
- At best, Exponential was 50% better
- On average, Exponential was about 10% better
Understanding the Results of the RMAT Graphs Study

Why is Exponential better on RMAT Graphs

- RMAT Graphs have the same properties of a social network
- Social networks are "Onion-like" - dense core, but outer layers become less dense
- Exponential is similar to Largest First

Figure 3: Hierarchy of Dense Subgraphs by Sariyuce et al. (2015)
Real World Applications

- Conducted similar experiment on real world graphs from SNAP
- All graphs have small world properties, except roads of Pennsylvania
- Exponential was better except on ca-HepPh and roadNet-PA

<table>
<thead>
<tr>
<th>Name</th>
<th>Vertices</th>
<th>Edges</th>
<th>Max Degree</th>
<th>Clustering Coefficient</th>
<th>Diameter</th>
<th>Uniform CI</th>
<th>Exponential CI</th>
<th>Linear CI</th>
<th>U/E</th>
<th>U/L</th>
<th>L/E</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA-HepPh</td>
<td>89,209</td>
<td>118,521</td>
<td>491</td>
<td>0.6115</td>
<td>13</td>
<td>[1030; 1036]</td>
<td>[1040; 1045]</td>
<td>[1032; 1037]</td>
<td>0.991</td>
<td>0.999</td>
<td>0.992</td>
</tr>
<tr>
<td>Email-Enron</td>
<td>36,692</td>
<td>183,831</td>
<td>1,383</td>
<td>0.4970</td>
<td>11</td>
<td>[43437; 43720]</td>
<td>[38836; 38982]</td>
<td>[40688; 41002]</td>
<td>1.120</td>
<td>1.067</td>
<td>1.050</td>
</tr>
<tr>
<td>p2p-Gnutella04</td>
<td>10,879</td>
<td>39,994</td>
<td>103</td>
<td>0.0062</td>
<td>9</td>
<td>[911; 925]</td>
<td>[568; 575]</td>
<td>[728; 740]</td>
<td>1.606</td>
<td>1.251</td>
<td>1.284</td>
</tr>
<tr>
<td>roadNet-PA</td>
<td>1,090,920</td>
<td>1,541,898</td>
<td>9</td>
<td>0.0465</td>
<td>786</td>
<td>[49; 49]</td>
<td>[49; 50]</td>
<td>[48; 49]</td>
<td>0.990</td>
<td>1.010</td>
<td>0.980</td>
</tr>
<tr>
<td>soc-Epinions1</td>
<td>75,888</td>
<td>405,740</td>
<td>3,044</td>
<td>0.1378</td>
<td>14</td>
<td>[94793; 95270]</td>
<td>[88297; 88593]</td>
<td>[89488; 90034]</td>
<td>1.074</td>
<td>1.059</td>
<td>1.015</td>
</tr>
<tr>
<td>soc-pokec-relationships</td>
<td>1,632,804</td>
<td>22,301,964</td>
<td>14,854</td>
<td>0.1094</td>
<td>11</td>
<td>[118924; 119528]</td>
<td>[96958; 97239]</td>
<td>[100836; 101775]</td>
<td>1.228</td>
<td>1.177</td>
<td>1.043</td>
</tr>
<tr>
<td>web-Google</td>
<td>916,428</td>
<td>4,322,051</td>
<td>6,332</td>
<td>0.5143</td>
<td>21</td>
<td>[80466; 81618]</td>
<td>[18166; 18192]</td>
<td>[20577; 21084]</td>
<td>4.458</td>
<td>3.891</td>
<td>1.146</td>
</tr>
<tr>
<td>WikiTalk</td>
<td>2,394,385</td>
<td>4,659,565</td>
<td>100,029</td>
<td>0.0526</td>
<td>9</td>
<td>[1352414; 1357165]</td>
<td>[1101248; 1103043]</td>
<td>[1145942; 1151894]</td>
<td>1.229</td>
<td>1.179</td>
<td>1.042</td>
</tr>
</tbody>
</table>
Longest Path of the Real World Application Graphs

Figure 4: ca-HepPh
Figure 5: email-Enron
Figure 6: p2p-Gnutella04
Figure 7: roadNet-PA

Figure 8: soc-Epinions1
Figure 9: soc-pokec
Figure 10: web-Google
Figure 11: wiki-Talk
Summary of Work on Distributed Dataflow Algorithms

Summary of Work

- We provided a model for dataflow algorithms as a distributed graph coloring problem.
- We presented new ways to generate partial orderings and provide a theoretical argument for why they are sound.
- We studied the behavior of algorithms using different partial orders on both randomly generated RMAT graphs and graphs from real world applications.
- We provided an argument using statistical evidence to show that our methods perform usually better.

What we don’t know

Why?

- Can we prove that Exponential is always better in average?
- Can we identify some types of graphs where this is true?
# Summary of Work on Distributed Dataflow Algorithms

## Summary of Work

- We provided a model for dataflow algorithms as a distributed graph coloring problem.
- We presented new ways to generate partial orderings and provide a theoretical argument for why they are sound.
- We studied the behavior of algorithms using different partial orders on both randomly generated RMAT graphs and graphs from real world applications.
- We provided an argument using statistical evidence to show that our methods perform usually better.

## What we don’t know

### Why?

Can we prove that Exponential is always better in average?  
Can we identify some types of graphs where this is true?
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Goal

Ideally

For graphs that are social network (that exhibit small world properties; diameter in log $n$).
For arbitrary random order generators.
Derive close-form formula of the length of the longest chain.
Goal

Ideally
For graphs that are social network (that exhibit small world properties; diameter in log $n$).
For arbitrary random order generators.
Derive close-form formula of the length of the longest chain

What we’ll actually show
For a particular type of graph: $G_{N,P}$ graphs, with average degree in $\Theta(\log n)$
For random uniform rank generator.
The longest chain is in $\Theta(\log N)$. 
Theorem

$G_{N,P}$ Graphs

- A $G_{N,P}$ graph is constructed by connecting $N$ labeled nodes randomly.
- Each edge is generated independently with probability $P$.
- We can choose $P$ so that the average is degree is proportional to $\log N$.

Theorem

In $G_{N,P}$ graphs with a uniformly random total order, as long as $P = \frac{c_1 \log N}{N}$, w.h.p there is no path $L$, such that $L \in \omega(\log N)$ for sufficiently large $N$. (That is to say $L > c_2 \log N$)
**Definition**

$E(L, N, P)$ is an event, such that $G$ contains a path of size exactly $L$.

**Definition**

$E_i(L, N, P)$ is an event where the path starts on vertex $v_i$.

**Remark**

The probability of having a path of size $L$ is the probability of the event $E$ for large $L$. We need to show that the sum over all large $L$ goes to 0 as $N$ goes to $\infty$. 
It is OK to relabel according to total order

Lemma

\[ \mathbb{P}(E(L, N, P)) \leq \sum_{i=1}^{N} \mathbb{P}(E_0(L, N - i, P)) \]

Key Idea

\[ \mathbb{P}(E(L, N, P)) \leq \sum_{i=0}^{N} \mathbb{P}(E_i(L, N, P)) \]

We can sort vertices based on the total order while retaining the original properties of our \( G_{N, P} \) graph. Hence, we can make all edges go from low index to high index without loss of generality. So there are no vertices between 0 and \( i - 1 \) which are part of the path in \( E_i(L, N, P) \). Since all edges are equiprobable, remove \( v_0 \) and relabel the vertex with the lowest remaining index to \( v_0 \). We have a graph that preserves our path of size \( L \) with \( N - i \) vertices. Therefore, \( E_i(L, N, P) \) is the same event as \( E_0(L, N - i, P) \).
**F(N), a bound of \( \mathbb{P}(E_0(L, N, P)) \)**

**Definition: F(L, N, P), an upper bound of \( \mathbb{P}(E_0(L, N, P)) \)**

\[
F(L, N, P) = \sum_{i=1}^{N} P \times F(L - 1, N - i, P)
\]

with base case \( F(L > 0, N = 0, P) = 0 \) and \( F(L = 1, N > 0, P) = 1 \)

**Refining F**

\[
F(L, N, P) = \sum_{i=1}^{N} P \times F(L - 1, N - i, P) \quad (1)
\]

\[
= P^{L-1} \sum_{i=1}^{N} H(L - 1, N - i) \quad (2)
\]

\[
= P^{L-1} H(L, N) \quad (3)
\]

\[
= P^{L-1} \binom{N}{L - 1} \quad (4)
\]

- (2) because of fixed tree depth of a 0/1 product function
- \( H \) is a 0,1 function independent of \( P \)
- \( H(L, N) \) is the number of possible path of length exactly \( L \) in a graph of \( N \) vertices
- \( H \) boils down to how many ways to pick \( L - 1 \) 1s in a sequence of \( N \) values
Lemma: \( G(N) = \sum_{L > c_2 \log N} t(L, N) \), such that \( t(L, N) = \left( \frac{c_1 \log N}{N} \right)^{L-1} \binom{N+1}{L} \)

Definition: \( G(N) \), an upper bound on the probability of a long path

\[
G(N) = \sum_{L > c_2 \log N} \sum_{M \leq N} F(L, M, \frac{c_1 \log N}{N})
\]

Lemma

If \( G(N) \) goes to 0 as \( N \) approaches \( \infty \), then the probability of a long path event also goes to 0.

Refining \( G \)

\[
G(N) = \sum \sum F(L, M, \frac{c_1 \log N}{N})
\]

\[
= \sum \sum \left( \frac{c_1 \log N}{N} \right)^{L-1} \binom{M}{L-1}
\]

\[
= \sum \left( \frac{c_1 \log N}{N} \right)^{L-1} \binom{N+1}{L}
\]
Lemma

If \( c_2 > c_1 \), \( G(N) \leq B t(c_2 \log(N), N) \) where \( B \) is a constant

Key Ideas

- \( t \) is a rapidly decreasing function of \( L \)
  - We can show \( t(L + 1, N) \leq \frac{1}{c} t(L, N) \) for \( L > c_2 \log N \) and \( c > 1 \)
  - This implies \( B = \frac{1}{1 - \frac{1}{c}} \) is constant
- We can easily choose \( c_1, c_2 \) so that \( c_2 > c_1 \)
- Since \( G(N) \) is dominated by \( t \), we only really care about the \( t \) function
Study of \( t'(N) = t(c_2 \log N, N) \)

**Lemma**
\[
\lim_{N \to \infty} t'(N) = 0.
\]

**Key Idea**
It is sufficient to show \( \lim_{N \to \infty} \frac{t'(N)}{t'(2N)} \geq constant > 1 \).
Study of $t'(N) = t(c_2 \log N, N)$

**Lemma**

$$\lim_{N \to \infty} t'(N) = 0.$$  

**Key Idea**

It is sufficient to show $$\lim_{N \to \infty} \frac{t'(N)}{t'(2N)} \geq \text{constant} > 1.$$  

**Expression of this ratio after a decent amount of manipulation**

$$\frac{t'(N)}{t'(2N)} = \left( \frac{2N}{c_1 \log_2(N) + c_1} \right)^{c_2} \left( \frac{2 \log_2(N)}{\log_2(N) + 1} \right)^{c_2 \log_2(N) - 1} \left( \frac{N+1}{c_2 \log_2(N) + c_2} \right)^{\frac{2N+1}{c_2 \log_2(N) + c_2}}$$
Study of $t'(N) = t(c_2 \log N, N)$

Expression of this ratio after a decent amount of manipulation

\[
\frac{t'(N)}{t'(2N)} = \left( \frac{2N}{c_1 \log_2(N) + c_1} \right)^{c_2} \left( \frac{2 \log_2(N)}{\log_2(N) + 1} \right)^{c_2 \log_2(N) - 1} \frac{N+1}{c_2 \log_2(N)}
\]

Approximation of $\binom{n}{k}$

For $k \in o(n)$, we can use the following approximation derived from Stirling’s formula:

\[
\binom{n}{k} \sim \left( \frac{ne}{k} \right)^k (2\pi k)^{-1/2} e^{-\frac{k^2}{2n}(1+o(1))}
\]

We get this after clever rewriting and the approximation.

\[
\frac{t'(N)}{t'(2N)} = \left( \frac{1}{2} \right) \left( \frac{c_2}{e \cdot c_1} \right)^{c_2} \left( \frac{2N}{2N+1} \right)^{c_2} \left( \frac{2N+2}{2N+1} \right)^{c_2 \log_2(N)} \left( \frac{\log_2(N) + 1}{\log_2(N)} \right)^{3/2} \left( e^{\frac{(c_2 \log_2(N) + c_2)^2}{2N+1}} - \frac{(c_2 \log_2(N))^2}{N+1} \right)
\]
Study of $t'(N) = t(c_2 \log N, N)$

We get this after clever rewriting and the approximation.

$$\frac{t'(N)}{t'(2N)} = \left( \frac{1}{2} \right) \left( \frac{c_2}{e \cdot c_1} \right)^c_2 \left( \frac{2N}{2N+1} \right)^c_2 \left( \frac{2N+2}{2N+1} \right)^c_2 \left( \frac{c_2 \log_2(N)}{\log_2(N)} \right)^{\frac{3}{2}} \left( e^{\left( \frac{(c_2 \log_2(N) + c_2)^2}{2N+1} - \frac{(c_2 \log_2(N))^2}{N+1} \right)} \right)$$

Taking the limit as $n$ goes to infinity we get.

$$\lim_{N \to \infty} \frac{t'(N)}{t'(2N)} = \left( \frac{1}{2} \right) \left( \frac{c_2}{e \cdot c_1} \right)^c_2$$

(9)

Any choice of $c_1, c_2$, such that $\left( \frac{c_2}{e \cdot c_1} \right)^c_2 > 2$ yields a constant limit for $\frac{t'(N)}{t'(2N)}$ greater than 1.
Numerical Results

$c_1 = 1.1$

$c_1 = 5$
Putting this all together...

Given a uniform edge orientation of a $G_{N,P}$ graph

- We are interested in the probability of a long path
- An individual path probability is $F(N)$
- We define $G(N)$, an upper bound of this probability
- We show that $G(N)$ is dominated by its first term
- We show that this term goes to 0 as $N$ gets sufficiently large
- Therefore, the longest path is in $\Theta(\log N)$

Some issues

- The reordering only works because $G_{N,P}$ graphs have identical independent probability edges (necessary for $F$ derivations)
- The extraction of combinatorial function $H$ only works because the random orderings are uniform
- The technique only shows that likely long path are in $\Theta(\log n)$ and it is unlikely that exponential would be in a lower order of magnitude
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### Conclusion

#### Statistical study for distributed edge orientations

- For very large, arbitrary graphs, we want a model that gives a decent solution quickly
- We showed that statistical tuning can yield better results
- If we know more about the graph we can use other properties to increase accuracy

#### Unweighted distributed problem on random graph models

- We looked at a particular graph generator: $G_{N,P}$
- We provided theoretical bounds on path length
Thank you!

In general, I am interested in problems where you have control in the instances of scheduling problems that get executed on a parallel system.